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Abstract:

Product fake reviews are increasing as the trend is changing toward online sales and purchases. Fake review detection is critical and challenging for both researchers and online retailers. As new techniques are introduced to catch the non-organic reviewer, so are their intruding approaches. In this paper, different features are amalgamated along with sentiment scores to design a model that checks the model performance under different classifiers. For this purpose, six supervised learning algorithms are utilized to build the fake review detection models, using LIWC, unigrams, and sentiment score features. Results show that the amalgamation of selected features is a better approach to counterfeit review detection, achieving an accuracy score of 88.76%, which is promising when compared to similar other work.
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1 Introduction

A fake review is a false judgment or an opinionated text on a product or a service. Reviews can significantly affect the decision of buyers while shopping online. According to “Statista” statistics, e-commerce sales increase 6% in America from 2013 to 2020 [1]. As online purchase increases, so is the competition of online retailer giants. Therefore, the retailers and manufacturers take these reviews on a serious note. Fake reviewers capitalize on this opportunity to artificially devalue or promote products and services [2][3]. Hence, fake review prediction becomes a critical research area as online purchases increase. With the explosive growth of online businesses, the quantity and importance of reviews continue to increase. Fake reviews severely threaten researchers [4] and online retailers [5]. Reviews can be positive to increase purchases on an online platform by manipulating users with fake customer reviews. Conversely, it can be a negative review to distract purchasers. It is estimated that 80% of users believe in posted product reviews before purchasing any product [6]. Negative fake reviews are used to defame competitor’s reputations. People who post such fake reviews are usually freelancers, and companies hire their services for writing fake reviews. Giant retailers like Amazon find these fake reviews of severe threat to their reputation and filed a complaint against review spamming [7].

Fake review prediction can be performed manually or automatically. Research has been carried out on manual opinion spam prediction for several years [8]. Early methods of fake review prediction were rudimentary. Many texts
analysis-based approaches are found in the literature [9]. Based on the research, commercial platforms developed opinion spam filtering systems to detect deceptive reviews.

Nevertheless, these systems make the fake reviewers enhance their review quality and deceive the detecting systems [10]. As time elapsed, those traditional approaches would not work efficiently because the fake reviewers started behaving like regular users.

Therefore, the trend of manual fake review prediction changed from text-based analysis to pattern and feature analysis like time [11], topics [12], ranking pattern [13], activity volume [14], and geolocation [15]. However, manual methods are slow, expensive, and of low accuracy. Automated methods based on machine learning could also identify the opinion spams and spammers by analyzing the review features. Text mining and Natural Language Processing (NLP) work together to generate the concept of content mining, and review spam detection comes under this concept. Additional review characteristics like review timings, reviewer id, and deviation trend of the review from other reviews of the same category are also considered in spam review detection. Jindal et al. [16] used the machine learning technique and showed that the amalgam of features is more robust than a single feature for fake review prediction. Li et al. in [17] showed that combining a bag of words (BOW) with more general features performs better than BOW alone. Mukherjee et al. [18] used machine learning with abnormal behavioral features of the reviewers and depicted that this technique was better than the linguistic features-based technique.

The significant contribution of this research is to develop a fake reviews detection model that uses machine learning techniques that will employ a heuristic optimization algorithm for affecting features and test its reliability and robustness against existing techniques. Such a model, when employed, can benefit retailers and giant business companies to shield their businesses against fake reviews and reviewers.

2 Literature Review

Advancements have been made in fake review detection by introducing new techniques and methods by researchers. These techniques play their role in improving accuracy and performance. So far, reviews are marked as spam based on either review spam detection or reviewer spam detection. Both techniques are helpful in fake review detection. Prior deals with content mining and natural language processing (NLP), whereas later technique applied on reviewer id and his behavior. Jindal et al. [16] is the first researcher who studied opinion spamming using supervised learning. The author divided the reviews into three categories (fake opinions, the brand only reviews, and non-review) and detected opinion spamming by finding duplicate reviews using the “w-shingling” method. The author used a dataset from Amazon with more than 5 million product reviews, applied his devised technique with a logistic regression algorithm, and achieved an AUC of 78%. Lim, Nguyen, Jindal, Liu, and Lauw [19] proposed a behavioral methodology for revealing spammers for review. They tried to figure out some spammer habits like targeting goods and tried to optimize their effect.

Moreover, they suggested a model focused on specific patterns to identify rating spammers. Ott et al. [20][21] created a data set for analysis in review spam detection. The data set comprised positive opinion spam with truthful reviews and negative opinion spam with real reviews. The author applied the n-gram and linguistic features to find fake reviews under a supervised learning mechanism, and the results were verified with human performance. In their research, Feng et al. [4] framed a model based on the normal distribution of opinion to detect fake reviews. In their view, a product or a service review involved this concept of normal distribution of opinion. Shojaee et al. [9] suggested a novel technique for fake review detection by combining Lexical and Synthetic features. Elmurngi and Gherbi [22] proposed a text classification and sentimental analysis approach for different machine learning algorithms with stop words and without stop words. They also applied a
decision tree algorithm to improve their results. Shah, Ahsan, Kafi, Nahian, and Hossain [23] combined Supervised & Active learning and created a model to detect spamming. Both fictitious and real-life data were used for spam analysis.

3 Proposed Approach

This section describes the proposed method to accomplish the task of fake review detection. This research uses two features as classification criteria with a sentiment score feature (an additional feature). These individual features and combinations are used to train various classifiers and tested against evaluation metrics. Reviews are classified as fake or not fake. This study uses six classification algorithms: Naive Bayes, decision tree, instance-based KNN, support vector machine (SVM), logistic Regression, and Random Forest. Training data is 80%, and 20% of data is set aside for testing purposes with a 5-fold cross-validation technique. Figure 1 presents the adopted research method for this work.

3.1 Data Acquisition and Pre-processing

The data set selected for this research contains 1600 reviews combined from two data sets (hotel review data sets). The data sets were created by Mykle et al. and are available from [20][21]. The data set contains eight hundred truthful reviews, of which four hundred are positive, and four hundred are negative. Similarly, 800 spam reviews are also included in this data set, of which half are positive, and half are negative. The preprocessing of the data set significantly affects the accuracy of results [24][25][26]. Furthermore, preprocessing curbs feature vector space. Therefore, preprocessing techniques like missing values management, tokenization, stop words removal, and generating n-gram are implemented on the data set to obtain cleaner data set.

3.2 Features

Features are pieces (s) of text that have semantic significance. In the text data systems, features highly influence the effectiveness of the developed model.
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3.2.1 N-Grams

In this feature extraction method, n-adjacent tokens are picked as a feature from review contents. It is denoted as unigram if one adjacent word is selected, bigram if two adjacent words are selected, and trigram with three adjacent words at a time. These features can effectively help model all the content within the text. In this research work, unigram is used as a feature.
### TABLE I. STATE OF ART SPAM REVIEW DETECTION TECHNIQUES

<table>
<thead>
<tr>
<th>Reference</th>
<th>Year</th>
<th>Data set</th>
<th>Learning type</th>
<th>Techniques/Algorithm</th>
<th>Results</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>[4] Feng</td>
<td>2012</td>
<td>Ott et al. data set with modification</td>
<td>Supervised Learning</td>
<td>LIBSVM classifier/ Term frequency</td>
<td>Accuracy 72.5%</td>
<td>Specific kind of dataset</td>
</tr>
<tr>
<td>[9] Shojaee</td>
<td>2013</td>
<td>Ott et al. data set</td>
<td>Supervised Learning</td>
<td>SVM/ Naïve Bayes/ Stylometric Feature</td>
<td>F-measure 84%</td>
<td>Limited to a specific domain</td>
</tr>
<tr>
<td>[18] Lim, Ee-Peng</td>
<td>2010</td>
<td>Amazon Data set</td>
<td>Supervised Learning</td>
<td>Behavioral features of Spammer</td>
<td>Accuracy 78%</td>
<td>Limit set of data for supervised learning</td>
</tr>
<tr>
<td>[21] Elmurngi E.</td>
<td>2017</td>
<td>Movie review data set</td>
<td>Supervised Learning</td>
<td>DT(DT-J48)/ SVM/KNN</td>
<td>Accuracy 81.75%</td>
<td>Feature selection methods are not used</td>
</tr>
<tr>
<td>[22] Ahsan, Nahian, Kafi, Hossain and Shah</td>
<td>2017</td>
<td>Ott dataset</td>
<td>Active/ Supervised Learning</td>
<td>Hybrid classifier using NB/ SVC /DT/Maximum Entropy</td>
<td>Accuracy 95%</td>
<td>Small scale dataset is used for a specific domain</td>
</tr>
</tbody>
</table>

#### 3.2.2 LIWC

The Linguistic Inquiry and Word Count (LIWC) is a text analysis method. This method can analyze eighty different features, for example, psychological concerns like emotion, text functional aspects, and personal and perception concerns like religion [27].

#### 3.2.3 Sentiment Score

It has been observed that spammers with negative reviews generally use more negative words like “bad” and “dissatisfied”. This way, the degree of negative sentiment is increased compared to a non-spam negative review. Likewise, spammers with positive reviews generally use positive terms such as “good”, “great”, “nice”, and “gorgeous”. Therefore, reviewers show more positive sentiment than a non-spam positive review. The sentiment score of a review can be calculated by the following formula [28].
\[ SC(rt) = \sum (-1)^n \frac{S(W_i)}{Distance(fet, W_i)} \]  

where “rt” is review text, “S(Wi)” is the sentiment polarity of word Wi (+1 or -1), “n” denotes the total number of negation-words in a feature with default = 0, “fet” refers to a feature in a review sentence and “distance (fet, Wi)” is the distance between feature and word.

3.3 Classification Algorithms

Six various classification algorithms are used in this paper in order to determine the effect of different features and their combinations on classification accuracy and performance.

3.3.1 Naïve Bayes (NB)

NB is based on the Bayes theorem [29]. It is a probabilistic multiclass classification algorithm assuming features independence to foresee the output class. Equation 2 checks the probability of the feature-set being categorized into a particular class:

\[ P(x) = P(x_1)P(x_2)P(x_3)P(x_n) \]  

where “x = (x_1,x_2,...,x_n)” are a set of features. Individual probabilistic classification of a feature may be calculated as given in equation 3:

\[ P(x) = \frac{p(C_k)p(x|C_k)}{p(x)} \]  

3.3.2 Decision Tree (DT)

The working principle of DT is based on a hierarchical breakdown of the data set used for training. In this classifier, features are used for labeling tree nodes, and the branches between them are given the weight representing the occurrence of feature in the test data; finally, class names are assigned to the leaf. The data set is divided into the presence or absence of features. The data set is divided recursively until the leaf nodes are reached.

\[ Entropy = -\sum_{i=1}^{m} P_{ij} \log 2P_{ij} \]  

3.3.3 Random Forest (RF)

RF is a voting method where many decision trees are grown simultaneously. The input features are fed to individual trees in the forest. The final classification is based on the overall most votes from all trees in the forest [30]. The mathematical form of random forest to calculate mean square error is:

\[ f^* = \sum_{s=1}^{S} \frac{1}{S} (fs - ys)^2 \]  

Where “S” denotes the number of data points, “fs” is the value returned by the model, and “ys” is the actual value of data points.

3.3.4 Support Vector Machine (SVM)

SVM is a classification algorithm that finds the maximum margin hyperplane to classify the “\( f^* \)” vector. Optimal “\( y_r \)” (y denotes the target), “\( X_r \)” hyperplane is found by linear features between two classes (0 or 1).

3.3.5 K-nearest neighbor (KNN)

KNN is an instance-based algorithm that assumes that similar things exist in close proximity. In this technique, the feature is classified by the plurality vote of its neighbors by calculating their distances. It uses Euclidean distance formula to compute the distance between the points, which is mathematically represented as:

\[ D = \sqrt{\sum_{i=1}^{m} (x_i - y_i)^2} \]  

3.3.6 Logistic Regression

Logistic Regression is a model-based algorithm often used when the dependent variable is dichotomous in nature. However, it can be tuned to be used with multiclass classification tasks as well. Logistic Regression describes
the data set and defines the relationship between one dependent binary variable with one or more independent variables.

### 3.4 Testing Metrics

Accuracy, precision, recall, and f-score are used to evaluate model performance. These metrics can be defined as:

\[
\text{Accuracy} = \frac{TuP + TuN}{TuP + TuN + FaP + FaN} \tag{7}
\]

\[
\text{Precision} = \frac{TuP}{TuP + FaP} \tag{8}
\]

\[
\text{Recall} = \frac{TuP}{TuP + FaN} \tag{9}
\]

\[
F - \text{Score} = \frac{2 \times (\text{recall} \times \text{precision})}{(\text{recall} + \text{precision})} \tag{10}
\]

where "TuN", "TuP", "FaN", and "FaP" are true negative, true positive, false negative, and false positive respectively.

### 4 Experimental Results, Discussion and Evaluation

This section describes the experimental results, discusses the results, and evaluates the developed model quantitatively. Six machine learning algorithms (Naive Bayes, decision tree, Random Forest, SVM, K-nearest neighbor, and Logistic Regression) were used to develop the model using three feature extraction techniques (LIWC, n-gram (unigrams), and sentiment score).

The results of individual feature and their combinations are shown in table 2. An accuracy of 63.22% is achieved when LIWC is used alone, but when combined with a sentiment score, accuracy increases to 70.35%. Classification model using unigram feature alone gives an accuracy of 73.55%, but if combined with sentiment score, it increases to 80.34%. Maximum accuracy of 88.76% is attained by combining LIWC, unigram, and sentiment scores. Eventually, this study supports and proves the initial hypothesis of getting improved results by using amalgamated features with machine learning algorithm-based classification models.

#### 4.1 Qualitative Evaluation

To strengthen the hypothesis, Figure 2 shows the quantitative comparison of previous work [4][9][22] and the proposed method in this work to detect fake reviews using the Hotel reviews dataset. It indicates that the undertaken work supersedes the other work. Since a balanced dataset is used, the accuracy score measure is good enough for quantitative performance comparison of the developed machine learning algorithm-based models with previous work. This improvement is, at least, 4-5 points when compared with previous similar work.

### 5 Conclusion

This work was an effort to determine the effective combination of features that performs well for fake reviews detection. The study work used n-gram, LIWC, and sentiment
score features for training purpose. Different classifiers are trained on these features. The classification algorithms we chose are described in section 3.3. After experimental work, logistic Regression outperformed all other machine learning algorithm-based models. As far as features performance is concerned, unigram proved to be better when applied in separation than LIWC. However, the combination of both (unigram + LIWC) with sentiment score performed more adequately, giving maximum accuracy of 88.76%. This result is better than some other techniques described in section 2. For future work, it is suggested to use semi-supervised learning to check the accuracy and performance of unigram and LIWC features on the fake review detection method. In this way, possible performance enhancement will be measured. At the same time, the limitation of the labeled data set for supervised learning will also be resolved.

<table>
<thead>
<tr>
<th>Approaches (Features)</th>
<th>Maximum accuracy (%)</th>
<th>Precision</th>
<th>Recall</th>
<th>F-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>LIWC</td>
<td>63.22</td>
<td>58.00</td>
<td>64.43</td>
<td>61.05</td>
</tr>
<tr>
<td>Sentiment score, LIWC</td>
<td>70.35</td>
<td>62.50</td>
<td>73.88</td>
<td>67.71</td>
</tr>
<tr>
<td>Unigram</td>
<td>73.55</td>
<td>78.00</td>
<td>74.50</td>
<td>76.21</td>
</tr>
<tr>
<td>Sentiment score, Unigram</td>
<td>80.34</td>
<td>91.50</td>
<td>77.59</td>
<td>83.97</td>
</tr>
<tr>
<td>Sentiment score, LIWC, Unigram</td>
<td>88.76</td>
<td>92.00</td>
<td>82.61</td>
<td>87.05</td>
</tr>
</tbody>
</table>

**REFERENCES**


